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Abstract— for the past 20 years, internet shopping 

has been on the rise, and several e-commerce 

companies, such as Amazon, have sprung up to 

satisfy the demand. As a result, a single product can 

be purchased on multiple websites, with pricing 

varying. Customers normally want the best quality at 

the lowest price, but they can't check it out for 

themselves. Therefore, sentiment analysis has proven 

essential to understand a product’s popularity 

among the buyers all over the world. Sentiment 

analysis is a classification process whereby machine 

learning techniques are applied on text-driven 

datasets in order to analyze its sentiment. In these, 

we proposed Decision Tree algorithm with Count 

Vectorizer feature extraction techniques on Amazon 

mobile product review dataset.  

 

Keywords— Sentiment Analysis, Amazon Reviews, 

Machine Learning, Decision Tree, Count Vectorizer. 

I. INTRODUCTION 

People nowadays are more prone to seek assistance from 

the internet and other technologies. People are more 

reliant on current technologies than on traditional 

methods of doing things. Sentiment analysis is one of 

the most rapidly growing research areas in computer 

science, making it difficult to keep up with all of the 

activity. We present consumer feedback reviews on 

products, in which we use opinion mining, text mining, 

and sentiments to change the surrounding world's 

perspective on a given product This holds true even in 

terms of their decision-making. People frequently turn to 

the internet or other services to help them make sense of 

their bewilderment. Large amounts of misunderstanding 

develop when purchasing a product, and customers  

 

frequently check for product reviews before making a 

purchase. [6]. Sentiment polarity categorization is a key 

challenge in sentiment analysis that is addressed in this 

study. The data for this study was gathered from 

Amazon.com online product reviews. A sentiment 

polarity categorization and POS procedure has been 

developed, as well as full descriptions of each stage. 

Pre-processing, pre-filtering, biasing, data accuracy and 

other processes are included in this procedure. 

 

 Our main target is to build a system which generates a 

rating of any product. This rating is solely dependent on 

public opinion of a product. Depending on public 

opinion, a products rating would be given. “What others 

think? It is usually important information in a decision-

making process. Everyday people discuss about various 

products on blogging websites and social websites.  

 

Sentiment analysis on product reviews has now 

becoming a very fashionable in text mining and 

Natural Language Processing research [4]. Here, we 

are reviewing the correlation between Amazon 

product reviews and therefore the rating of the 

products given by the purchasers [7]. 

 

Decision Tree 

 

The most powerful and widely used tool for 

classification and prediction is the decision tree. A 

decision tree is a flowchart-like tree structure in which 

each internal node represents an attribute test, each 

branch represents the test's outcome, and each leaf 

node (terminal node) holds a class label. Both 
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categorical and continuous data can be used with 

decision tree techniques. The data is divided into two 

or more homogenous sets in this method. This is 

frequently done in order to generate as many unique 

groups as feasible based on the most important 

attributes/independent variables. 

 
Figure .1: Decision Tree Induction 

 

Feature Extraction 

 

There are a variety of approaches for converting text 

into vector features. Because machine learning 

algorithms cannot work directly with raw text data, we 

must convert it to numeric form (kind of vectors of 

numbers). There are various feature extraction 

techniques in which BOG (Bags of Words) technique 

works on frequency of works which is present into 

training dataset.[11] 

 

II. LITERATURE REVIEW 

 
Several attempts have been made in the past to create 

algorithms that automatically identify movie reviews as 

Thumbs Up or Thumbs Down. [11].  

 

A system is provided for categorising reviews of a 

variety of things, including movies. The algorithm finds 

two word sequences comprising specific combinations 

of nouns, adjectives, and adverbs and estimates their 

semantic orientation by looking for the phrase's co-

occurrence frequency with the phrases excellent and 

terrible in WWW-based texts [2].  

 

Situations during which the reviewer deliberately 

contrasts her overall opinions with evidence that 

opposes this opinion, as within the sentence [3].  

 

This study proposes an universal method for extracting 

opinion features from online reviews by leveraging the 

differences in opinion feature statistics between two 

collections, one domain-specific and one domain-

independent [13]. 

 

In this paper they present user feedback reviews on 

products, in which they use opinion mining, text mining, 

and feelings to change people's minds about a product. 

Online product reviews from Amazon.com were used in 

this study as data. A sentiment analysis of the obtained 

reviews was carried out [15]. 

 

III. PROBLEM DEFINITION 

 

To extract complete, accurate, and actionable 

information from a piece of text, it's crucial to not only 

recognise each of those five parts separately, but also to 

comprehend how they interact to provide the full context 

and sentiment. Machine learning and data processing are 

used in natural language processing to provide a more 

full picture, but the inherent complexity of language 

makes it challenging to ensure that computers 

appropriately analyse tone and context. 

 

IV. PROPOSED WORK 

 

The transformation of texts into features can be done 

in a variety of ways. For the study of Amazon mobile 

product reviews, we used the Decision Tree method. 

Decision trees are applied math data processing 

technique that categorical freelance attributes and a 

dependent attributes logically AND during a tree 

formed structure. Call tree sometimes separates the 

complicated downside into several straightforward 

ones and resolves the sub issues through repeatedly 
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mistreatment .Decision trees square measure 

prognosticative call support tools that make mapping 

from observations to doable consequences. 

 

 
 

Figure 2. Proposed Block Diagram 

 

Algorithm Steps 

 

Step-1. Loading Dataset: First we can collect the 

amazon mobile product review dataset from web and 

stored it for processing. 

Step-2. Data Pre-processing: In these we can remove the 

missing fields records from the dataset and also we 

remove the neutral reviews, Not the dataset is only 

consist positive and negative review. 

Step-3. After pre-processing we can analyse the data by 

exploration.  

Step-4. Feature Extraction: After pro-processing we 

apply feature extraction techniques for training a model. 

Step-5. Building a Model: We can build three Decision 

Tree Model based on Count Vector feature extraction 

techniques. 

Step-6. Compute the Model performance. 

 

Decision Tree  

 Given: 

Partition Data (D), - which is an set to tuplues of training 

lebel class 

List_of_Attribute; 

Method_of_Selecting_Attribute,which is used to find 

bestcondition of splitting. 

 

1. Finding a starting node N for tree. 

2. ApplyMethod_of_Selecting_Attribute(D, 

attribute_list) ; 

 

3. Label N with splitting  condition; 

4. Updating theattribute_list 

 

V. EXPERIMENTAL & RESULT 

ANALYSIS 

All of the tests and their results are analysed in a Jupyter 

notebook (IDE of python). The amazon mobile review 

datasets (shown in figure 3) can be loaded. 
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Figure 3. Loading Amazon Mobile Product Review 

Dataset 

 

After loading the dataset we can explore the data and 

then we start processing the data, we can remove the 

missing records from the dataset and also the dataset 

contains review rating between 1 and 5. We can convert 

the records into positive reviews who's rating is 4 or 5, 

Negative review who's rating is 1 or 2, And remove the 

neutral reviews from the datasets who has review rating 

is 3, the pre-processing steps are shown in figure 4. 

 
Figure 4. Preprocessing of Data 

 

After pre-processing we can split the dataset into 

training and testing dataset shown in figure 5, and on 

training data we can apply count vector feature 

extraction techniques on which we can trained our 

predictive Decision Tree model.  

 

Figure 5. Splitting the Dataset 

We can split the data into 70:30 ratio means from total 

we can split the 12000 records for testing our 

model.Then we transform text into vector for which we 

use count vectorizer techniques allows us to use bag of 

words approach by converting collection of text 

documents in to a matrix of token counts shown in 

figure 6.  

 

Figure 6. Text Transformation 

We can build a model on the features and the prediction 

results are shown in figure 7. 
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Figure 7. Prediction result of Decision Tree model 

 

The validity of the model can be observed using error or 

accuracy of the model along with “false positive” and 

“false negatives”. 

 
 

 

 
Table 1. Performance Comparison 

 

 
Figure 8. Comparison of Accuracy 

 

VI. CONCLUSION 

Customers normally want the best quality at the lowest 

price, but they can't check it out for themselves. 

Sentiment research has proven to be critical in 

determining a product's popularity among purchasers 

around the world. Sentiment analysis is a classification 

procedure that uses machine learning techniques to 

analyze the sentiment of text-driven datasets. In these 

we can build Decision Tree model based on count 

vectorizer feature extraction techniques such as BOW 

(Bag of Words, from experimental result we can say that 

Decision Tree model provides better accuracy as 

compared Random Forest. 
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